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Abstract

This paper introduces a novel approach to sequencing robotic
diagnostic tasks performed on faulty electronic printed cir-
cuit board (PCB) products. By assuming that each product
has a single fault, at any given moment of the diagnostic pro-
cess, sequencing must consider only the diagnostic tasks that
help identify possible faults not ruled out by the earlier tests.
With this, the solution of the stochastic sequencing problem
can be encoded into a policy tree that prescribes the next task
to execute depending on the results of earlier tests. The pa-
per proposes a local search approach to minimizing the ex-
pected duration of the diagnostic process by constructing an
initial policy tree using a greedy entropy-per-cost heuristic,
and then improving this solution further by a hill climbing
search and an adaptation of the insertion neighborhood. An
industrial application is presented and first experimental re-
sults are reported.

Introduction

Industrial robotics for decades focused on mass production
where robots could endlessly repeat their predefined pro-
grams, executed with open loop control in perfectly de-
signed environments. This comfortable situation is chang-
ing radically with the endeavor to automate complex pro-
cesses that earlier required human dexterity; and with steps
made towards circular economy, where re-manufacturing
processes must handle each product individually depending
on its condition. Hence, instead of executing off-line pro-
grammed robot codes in meticulously designed robot cells,
real-time planning techniques based on sensor signals must
be adopted on all levels of decision making, including task
planning (Johannsmeier and Haddadin 2017), path planning
(Bruce and Veloso 2002; Kunz et al. 2010), as well as robot
control (Chaumette and Hutchinson 2006; Kim and Croft
2019).

This paper is motivated by an industrial application aimed
at automating the diagnosis and repair of high-value PCB
products. A novel approach is proposed for sequencing the
diagnostic tasks to minimize the expected duration of the di-
agnostic process. By assuming that each product has a single
fault, at any particular moment during the diagnostic pro-
cess, sequence planning can focus solely on the tasks that
help identify possible faults that could not be ruled out based
on the results of earlier diagnostic tasks. Ultimately, the di-
agnostic process can be terminated when the unique fault is

unambiguously identified, without executing the remaining
tasks. Yet, the actual fault is unknown at the beginning; it is
revealed gradually during the process, which gives rise to a
stochastic optimization problem.

Approaches to robotic task sequencing typically rely on
the well-known travelling salesman problem (TSP) or one of
its numerous extensions (Alatartsev, Stellmacher, and Ort-
meier 2015; Suarez, Lembono, and Pham 2018; Zahoran and
Kovécs 2022). Task sequencing specifically for automated
in-circuit test probing was investigated recently in (Bonaria
etal. 2019). However, all the above deterministic approaches
assume that the entire set of tasks must be executed. Vari-
ous stochastic extensions of TSP were investigated, includ-
ing probabilistic arc costs (Toriello, Haskell, and Poremba
2014), arandom subset of vertices that must be visited (Bert-
simas 1988), as well as dynamic variants of vehicle routing
problems (Jaillet and Wagner 2008).

From another point of view, the sequencing of diagnostic
tasks can be seen as an extension of the binary identification
problem (Garey 1972), commonly applied to test sequenc-
ing (Raghavan, Shakeri, and Pattipati 1999). Yet, to the best
of our knowledge, the current paper is the first to study
the combination of the two problems, i.e., test sequencing
with sequence-dependent costs, or vice versa, computing the
optimal stochastic policy for sequencing robotic diagnostic
tasks.

Our contributions include formulating the sequencing of
robotic diagnostic tasks as a stochastic optimization prob-
lem, encoding the solution into a policy tree, and introducing
a local search approach to minimize the expected duration.
The algorithm is evaluated in initial computational experi-
ments on random problem instances.

Motivating Industrial Application

In the field of measurement and diagnosis of used PCBs,
robotization is getting more and more prominent. However,
automation is still very challenging since robotic measure-
ment cells need to be highly flexible to handle a large va-
riety of used, faulty electronic products and diverse failure
modes. An experimental robot cell is presented in Fig. 1.

In general, the diagnosis and repair process for an already
familiar product type can be described as follows: a PCB
product arrives into the shop, accompanied by an error code
describing a general failure mode. For the particular fail-



Figure 1: Robotic measurement cell and main components.

ure mode, there is a prepared diagnostic profile with a finite
amount of possible outcomes to uncover possible faults. The
diagnostic profile is executed using the robotic measurement
system, and based on the outcome, the product is sent to a
repair station for component repair or replacement; it is for-
warded for further diagnostics; or it gets scrapped.

A diagnostic profile is a collection of specific measure-
ment points on the PCB (via holes, IC legs, etc.) that need
to be measured. The electronic characteristics of the faulty
PCB are uncovered by connecting the terminal of a measur-
ing device (such as a multimeter or oscilloscope) to these
measurement points, and performing the required measure-
ment.

In robotized repair shops, this traditionally manual work
can be performed using a robotic measurement process,
where the robot arm is equipped with a testing probe (Tipary
et al. 2023). The testing probe is connected to the terminal of
the measuring device, and it is manipulated by the robot to
establish the galvanic contact between the probe pin and the
measurement point, as shown in Fig. 2. This robotic process
allows experts to focus on diagnostic profile preparation and
strategic decisions instead of repetitive diagnostic tasks.

When executing a diagnostic profile, the robot moves the
testing probe above the PCB, into the approach position cor-
responding to the actual measurement point, then feeds for-
ward to establish contact, performs the electronic measure-
ment, retracts to above the PCB, and moves to the next lo-
cation. During the measurement of a PCB product, software
tasks (powering on or off, running diagnosis, etc.) can also
be performed between robotic diagnostic tasks.

Decisions on how the products proceed in the shop are
made based on fault signatures that are identified during
the measurement process. Fault signatures are identified
and prepared by experts based on product specification,
product-, component- and electronics-related knowledge, as
well as repair strategy. As repair shops, and particularly
robotized repair shops generally have a large amount of
collected data regarding faults and faulty components, they
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Figure 2: Close-up view on establishing contact between the
probe pin and a measurement point on the PCB.

have the knowledge on the different faults, which can be
translated to the probabilities of signatures occurring. As re-
pair shops need to digitalize the know-how on the diagnostic
process for each managed PCB product and failure mode,
experts have a vast amount of data to deal with, and a lot of
diagnostic profiles to prepare. Consequently, the automation
or facilitation of process planning and sequencing is called
for by the industry.

Problem Definition

The diagnostic task sequencing problem aims at finding the
most efficient way to identify the single fault of a defec-
tive product out of the possible K faults, denoted by F1, Fb,
..., Fc. For this purpose, a robot can perform N diagnostic
tasks, T, T, ..., T, that have binary outcomes: the product
either passes the test or not. Each possible fault Fj, is un-
ambiguously characterized by a unique, deterministic signa-
ture, i.e., vector S, = (skl, Sk2y oeey SkN) with sg; € {0, 1}
that indicates the binary outcomes of the diagnostic tasks in
case of the given fault. The a priori probability of fault & is

denoted by pg, with Zszl pr = L.

Diagnostic tasks are located at different areas of the prod-
uct. For the robot, it takes ?;; time to execute task j after
task 7, which includes robot movement from location : to lo-
cation j, any required instrumentation changeover between
the tasks, as well as performing diagnostic task j itself. It is
assumed that durations satisfy the triangle inequality. At the
beginning and the end of the diagnostic process, the robot
departs from, and it returns to its home position, denoted by
position Tj. All input data are visualized for a small sample
instance in Fig. 3. In the instance, the first fault corresponds
to a fully operational product; the second and third to a prod-
uct with a specific broken component; whereas the fourth to
a product that is completely unresponsive due to power sup-
ply failure.

The diagnosis of a given fault F}, is accomplished when
the robot completes the execution of a subset of the diagnos-
tic tasks I C [N] such that the outcomes of the performed
tasks unambiguously identify the signature of the fault, i.e.,
Vk' £k € [K]3i € I: sp; # s. Hence, it might not
be necessary to execute all tasks to complete the diagnostic
process. In a given stage of the diagnostic process, the next
task to execute can be selected on the fly, depending on the
outcomes of the earlier executed tasks.
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Figure 3: Sample problem instance: signatures and probabil-
ities of faults (left) and distance of diagnostic task locations
(right).

Figure 4: Optimal policy tree for the sample instance.

With the above, the solution of this stochastic optimiza-
tion problem can be encoded into a binary policy tree rooted
at the first diagnostic task to be executed. Each non-leaf ver-
tex has two descendants, corresponding to the next task to be
executed upon a positive (respectively, negative) outcome of
the parent task. The tree has exactly K leaves corresponding
to the possible faults. Each vertex v is characterized by its
so-called ambiguity set, i.e., the subset of faults possible in
that vertex, F'(v). If v is the root vertex, then F'(v) = [K],
whereas F'(v') is singleton iff v’ is a leaf. Moreover, if vy is
the parent of v1 and ve, then F'(vg) = F(v1)UF (v2), where
U denotes the disjoint union operator.

The total duration of the diagnostic process in case of
a specific fault can be computed by summing the task du-
rations along the root-to-leaf path (also taking care of the
travel time from the home position to the root task, as well
as from the leaf to the home position). The objective is min-
imizing the expected duration of the diagnostic process. Ob-
viously, the optimal policy tree depends both on the fault
probabilities (the most likely faults should be identified as
soon as possible) and the distance between task locations
(nearby tasks should be executed after each other). The op-
timal solution of the sample instance is displayed in Fig. 4.

Proposed Solution Approach
Initial Solution

The initial policy tree is constructed using a top-down
heuristic that selects the task in the root vertex first, and from
any given vertex proceeds to the two children of that ver-
tex. In each step, it selects the diagnostic tasks that extracts
the most diagnostic information at in shortest possible time.
Formally, in vertex v, it selects the task ¢ that maximizes the

Figure 5: Application of the insertion-with-duplication op-
erator: task 77 is inserted above the root and redundant ver-
tices are removed.

entropy-per-cost ratio, calculated as

_pgi log, pgi - pzlm', log, qun‘

where the pg; = > icr(v): spima Ph/ 2ker(w) Pr is the
probability of passing (o = 0) or failing (o = 1) diagnostic
task 7 in vertex v, and hence, the numerator is the Shannon
entropy of executing the diagnostic task ¢ in vertex v. The
denominator is the time required for extracting that infor-
mation, where j is the task executed in the parent vertex.
This step is iterated on each branch of the policy tree until
the ambiguity set F'(v) is singleton, which means that the
given fault mode is unambiguously identified, and the cur-
rent vertex is a leaf of the policy tree.

EPC(v,i) =

Local Search

The initial solution is improved by a hill climbing search
over an insertion neighborhood adapted to the stochastic
problem and the policy tree representation of the solution.
Namely, the algorithm tries to insert each task 7; above each
vertex v into the policy tree. As a side effect of insertion,
some tasks below the inserted vertex may become redun-
dant, i.e., their entropy may decrease to zero. Two versions
of the insertion operator are defined for managing this phe-
nomenon.

The insertion-with-duplication operator creates two
copies of the sub-tree below vertex v at the place of both
children of the inserted vertex, and deletes potential redun-
dant vertices from the sub-trees. This is illustrated in Fig. 5,
where task 77 is inserted above the root of the tree displayed
in Fig. 4. Two copies of the original tree are created below
the inserted vertex. In the left sub-tree, task 7% is necessary
to differentiate faults {F}, F5} from F3, T3 is required to
tell [} apart from Fs, but task 7, can be omitted. In the
right sub-tree of the inserted vertex, the only remaining fault
is Fy, and hence, all further diagnostic tasks can be dropped.

In contrast, the insertion-with-regeneration operator sim-
ply uses the entropy-per-cost heuristic to generate the sub-
trees below the inserted vertex from scratch.

In each iteration, the neighbor that yields the highest im-
provement is selected as the next incumbent solution, and
this step is iterated until a local optimum is reached where
no neighbor improves on the incumbent solution.



Table 1: Experimental results.

Prob MILP Initial Local search
Sol Gap Time (s) Sol Gap Sol Gap
diag5x5_1 1297  0.00% 5.7 | 13.31 2.66% | 1297 0.00%
diag5x5_2 13.23 0.00% 9.5 | 16.00 20.93% | 13.23 0.00%
diag5x5.3 10.29  0.00% 3.0 | 1241 20.57% | 10.29 0.00%
diag5x5_4 6.42  0.00% 29 | 642 0.00% | 642 0.00%
diag5x5.5 8.00 0.00% 3.0 800 0.00% 8.00 0.00%
diag10x10_1 749 14.09% 600.0 | 694 5.68% | 6.57 0.00%
diagl0x102 | 11.77 32.20% 600.0 | 9.74  9.32% 891 0.00%
diagl0x103 | 11.07 42.69% 600.0 | 8.62 11.17% | 7.76 0.00%
diagl0x104 | 13.10 51.49% 600.0 | 929  7.46% 8.65 0.00%
diagl0x10.5 | 12.42 64.10% 600.0 | 792 4.63% | 7.57 0.00%

Experimental Results

Although the presented robotic diagnostic cell is deployed
at the industrial partner, it currently employs a fixed task
sequence specified by human experts, executing all tasks
in the sequence independently of the measurement results.
The task sequencing approach proposed in this paper, imple-
mented in C++, was evaluated in simulation experiments on
randomly generated problem instances. In the experiments,
it was compared to an exact solver based on a determinis-
tic equivalent mixed-integer linear program (MILP) model
in FICO Xpress, omitted here due to space restrictions.

The results are presented in Table 1, where each row
stands for an individual problem instance. In the first col-
umn, instance names also indicate problem size: N = K =
5 for small instances and N = K = 10 for large instances.
Subsequent columns display solution values, i.e., expected
durations (Sol); gaps compared to the best solution deliv-
ered by any of the algorithms (Gap); and computation times
(Time) for the MILP-based exact solver, for the initial so-
lution constructed using the entropy-per-cost heuristic, and
for the complete local search approach. Computation times
are omitted for local search, since it terminated in a local
minimum for every instance very quickly, in less than 35
milliseconds.

For all small instances, Xpress found optimal solutions in
2.9-9.5 seconds. In contrast, for all medium size instances,
it hit the time limit of 600 s and constructed feasible, but
poor quality solutions. Also, it could not provide any rea-
sonable lower bounds. Accordingly, the optimal solution for
the large instances remains unknown.

The performance of the initial solution heuristic var-
ied significantly over the different instances, and the gap
exceeded 20% for two small instances. Local search im-
proved those initial solutions significantly. For all small in-
stances, it found the proven optimal solution, whereas for the
medium size instances, it constructed the best known solu-
tion, outperforming both the MILP solver and the construc-
tive heuristic.

In the real industrial application, we expect instances with
15-25 tasks and 20-40 possible faults. The proposed ap-
proach was tested on random problems of that size, and it
was found to terminate with local optima in at most one sec-
ond. At the same time, we do not have any means yet to

verify the quality of those solutions. Currently, we are in the
process of data acquisition and fitting industrial data into our
model.

Conclusions and Future Research

This paper defined the robotic diagnostic task sequencing
problem, and proposed a simple but efficient local search
method for computing a solution in the form of a stochas-
tic policy tree. Compared to classical deterministic task se-
quencing approaches that compute a fixed sequence of tasks,
the proposed technique brings huge savings in expected du-
ration in applications where the single fault of the product
can be identified by executing a small subset of the possible
diagnostic tasks.

In initial computational experiments, the proposed ap-
proach was compared to an exact solver on small and
medium-size, randomly generated problem instances. Lo-
cal search found the exact optimal solution for all instances
where that optimal solution is known, whereas it outper-
formed the exact solver on the more challenging instances. A
future research step of utmost importance will be the evalu-
ation of the approach on instances stemming from the actual
industrial application.

Intriguing directions for future research include relaxing
the singe fault assumption, extending the model to diagnos-
tic tasks with stochastic outcomes, as well as to fault sig-
natures involving logical conditions. Another natural exten-
sion may involve diagnostic tasks executable using different
robot poses. The latter implies that the sequencing problem
is combined with the selection of robot poses, similarly to
the selection of a vertex from each class in GTSP.
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